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Abstract—In this paper we present a new method for detecting and classifying moving objects into humans and vehicles from a video surveillance scene. In this approach, the moving objects are firstly detected from the background using a background subtraction technique. Background subtraction algorithms are implemented in a MATLAB environment. A comparison for all the algorithms was made to determine which background subtraction algorithm performs better with the proposed classifying algorithm. The algorithms were then tested using more than a video and many frames of the video was tested. Secondly, edge detection of moving objects was performed using Canny or Prewitt operations, while bounding boxes were implemented over the moving objects. Edge detection and bounding boxes were used before the classification step to simplify the classification.

Finally, classifying the moving object into humans and vehicles was accomplished by finding the height-width ratio of the bounding box around the moving object in each frame and estimating the speed of the moving object from two consecutive frames in the video stream. The results found were fairly good and the wrong classification was due to the bounding boxes not correctly covering the moving objects. The background subtraction step and the classification step were tested using different video sequences. A comparison was made between the combination of each background subtraction technique and the classification algorithm; the false classification results are given. Although the proposed classification algorithm in this paper is simple and easy to be implemented, the results obtained are very satisfactory and the accuracy is very good.
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I. Introduction

The classification and detection of an event in a video camera scene is a relatively new research area in computer science and, because of its broad applicability in real life this has been growing more and more. The CCTV is one of the main reasons for the growing interest and use of video in security systems [1], [2]. However, the majority of the CCTV systems that are currently available in the market have a limited functionality which comprises only the capture, storage and visualisation of a video that is gathered from one or more cameras. However, some CCTV systems already include motion detection algorithms and are able to constrain the video recording only when a variation in the scene’s foreground is detected. The main utility of the system is recording conventional and non-conventional events and detecting the objects and non-conventional events that appeared in the scene. However, the majority of these systems do not have any embedded intelligence which is able to provide a classification of the events. For example, there is no mechanism to warn operators when non-conventional events occur. Such an attribute would be very helpful in preventing and detecting, in an active fashion, the occurrence of a non-conventional event.

Although detection and classification moving objects is widely used in security systems, it is also used in other applications such as video compression and robot technology. Detecting and classifying an object from a video sequence is a challenging task because of the requirement for real time computation and the large amount of data that are used.

A. Moving Object Detection

Moving object detection in a video stream is an essential step in video surveillance applications [1], [3-5]. Moreover, it is also an important research topic in the field of computer vision. The main difficulty with moving object detection is caused by changes in the scenes. In some algorithms, the moving objects may become part of the scene when they come to a stop. Also the scene maybe affected by changes in the light, leaves swaying, cameras shaking, etc.

Many algorithms for moving object detection have been proposed in recent years. These involve background subtraction, optical flow, temporal difference and many other algorithms for detecting moving objects. From these, the most widely used algorithm is background subtraction which has many algorithms such as frame difference, approximate median, Gaussian mixture, Running Gaussian and Kernel density background.
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II. Background Subtraction Techniques

Background subtraction is a process commonly used for detecting moving objects in a video scene that uses a static camera [1-16]. The difference between the current frame and the reference frame is the approach that is used to detect the moving object. The background frame is often called the background image. The background image in the majority of background subtraction methods uses an image of the scene with no moving object. Moreover, the background image must be updated so it can adapt to the conditions in terms of changes of light, wind movement or the intrusion of any unwanted moving object. Both newcomers and experts can be confused about the benefits and limitations of all these methods which vary in terms of space, speed, memory requirement and accuracy. The methods that have been reviewed, implemented and tested here are: Frame Difference Method (FD), Approximate Median (AM), Modified Approximate Median (MAM), Running Gaussian Average (RG) and Mixture of Gaussian (MOG).

A. Frame Difference Method

The frame difference method is the simplest form of background subtraction [1], [3-7], [9-16]. In this method, the current frame is simply subtracted from the background frame. If the difference in pixel values for every pixel is greater than the threshold $T_d$, then the pixel is considered part of the foreground.

The Frame Difference method for background subtraction has been implemented and tested using MATLAB. The input in the Frame Difference Function takes the video in a gray or coloured scale and outputs the background frame, the video in gray scale and the video after removing the background. The Frame Difference Function in MATLAB takes the first frame as a background. This video contains a human as the moving object. Shots for the video showing the background frame, a frame in the video with the moving object and the same frame in gray scale after removing the background are presented Fig.1.
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Fig.1 Background Subtraction using Frame Difference

B. Approximate Median Method

In this method, the median filtering buffers the previous N frames of the video. Then, the background frame is calculated from the median of the buffered frame and the background is subtracted from the current frame to give the foreground pixel. The Approximate Median method checks whether the pixel in the current frame has a value that is larger than the corresponding background pixel. If that is the case, the background pixel is incremented by one. However, if the pixel in the current frame has a value that is smaller than the corresponding background pixel, the background pixel is decremented by one.

The Approximate Median function that is implemented in MATLAB carries out a simple subtraction between the median frame and the test frame in order to obtain the foreground frame; this is done for every frame in the video. After the subtraction, the difference frame is compared with the threshold to obtain an accurate foreground.

The Approximate Median function was tested on a VisTest_01.mpeg video, using 6 Median frames and a threshold of 20 as shown in Fig.2.

C. Programming Steps for the Proposed Detection and Classification Algorithm

The first step is to read the video stream. The video can take any format such as: AVI, MPEG, etc. Each frame in the video can include one or more than one moving object. Sometimes, the movie frames need to be resized to 120 by 160 pixels to reduce the computational complexity. Moreover, if the video is large, the number of frames is reduced to approximately 300 to 400 frames. The next step is to apply one of the background subtraction techniques to detect the moving object. The different background subtraction algorithms are discussed in detail in Section II.

The Region of Interest (ROI) is determined and labelled by drawing a bounding box around the moving object that is of interest.

The final step is to apply the classification algorithm to the object to classify whether it is a human or a vehicle. The classification algorithm is discussed in Section III and the results from this work are presented in this section.

B. Object Classification

After detecting an object, the final step is to analyze the objects in order to identify their behavior. In this step, classification is used to identify whether the detected object is a vehicle or a human [6]. There are many algorithms and approaches that can be used for this, depending on various measurements to differentiate between humans and vehicles. The approach used in this study is mainly dependent on finding the height-width ratio of the bounding box around the moving object and on the moving speed of the object, provided that the human and the vehicle are in motion.

The frame difference method is the simplest form of background subtraction [1], [3-7], [9-16]. In this method, the current frame is simply subtracted from the background frame. If the difference in pixel values for every pixel is greater than the threshold $T_d$, then the pixel is considered part of the foreground.

The Frame Difference method for background subtraction has been implemented and tested using MATLAB. The input in the Frame Difference Function takes the video in a gray or coloured scale and outputs the background frame, the video in gray scale and the video after removing the background. The Frame Difference Function in MATLAB takes the first frame as a background. This video contains a human as the moving object. Shots for the video showing the background frame, a frame in the video with the moving object and the same frame in gray scale after removing the background are presented Fig.1.
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Fig.1 Background Subtraction using Frame Difference

In this method, the median filtering buffers the previous N frames of the video. Then, the background frame is calculated from the median of the buffered frame and the background is subtracted from the current frame to give the foreground pixel. The Approximate Median method checks whether the pixel in the current frame has a value that is larger than the corresponding background pixel. If that is the case, the background pixel is incremented by one. However, if the pixel in the current frame has a value that is smaller than the corresponding background pixel, the background pixel is decremented by one.

The Approximate Median function that is implemented in MATLAB carries out a simple subtraction between the median frame and the test frame in order to obtain the foreground frame; this is done for every frame in the video. After the subtraction, the difference frame is compared with the threshold to obtain an accurate foreground.

The Approximate Median function was tested on a VisTest_01.mpeg video, using 6 Median frames and a threshold of 20 as shown in Fig.2.
C. **Modified Approximate Median Method**

The difference between the Modified Approximate Median and the ordinary Approximate Median is as follows. After the subtraction between the test frame and the median frame has been implemented in order to obtain the frame without the background and with only the moving object in view, the background frame is increased by one if the test frame is larger than the background frame and decreased by one if the test frame is smaller than the background frame. Also, a two dimensional median filter is applied to the foreground frame to reduce the noise.

D. **Running Gaussian Average Method**

The running Gaussian Average algorithm is based on fitting a Gaussian probability density function (pdf) to the last n pixel’s values [4-6], [12], [14]. A running average method is computed in order to avoid fitting the pdf from scratch at the time of each new frame. The running average method is:

\[ \mu_t = \alpha l_t + (1 - \alpha) \mu_{t-1} \]

where \( \mu_t \) is the previous average, \( \alpha \) is the empirical weight and \( l_t \) is the pixel’s current value. The standard deviation, \( \delta_t \) is the other parameter of the Gaussian pdf that needs to be computed. After the two parameters (\( \mu_t, \delta_t \)) are calculated, the \( l_t \) pixel’s value can then be classified as a foreground pixel at each t frame if the following inequality holds:

\[ l_t - \mu_t > k \delta_t \]

Otherwise, \( l_t \) will be classified as a background pixel.

The Running Gaussian function was implemented on the video hu.avi, using 10 median frames and an alpha equalling 0.02. The background and frame 70 before and after the background subtraction is shown in Fig.3.

E. **Mixture of Gaussian Method**

The Mixture of Gaussian (MoG) is a method that can handle multi-modal distribution [3], [4], [6], [10], [11], [15]. For example, in a scene with a leaf waving against a blue sky, there are two modes: the leaf and the sky. In the MoG method, both objects can be filtered out and each pixel location is represented by a mixture of Gaussian functions that come together to form a probability distribution function F:

\[ F(i_t - \mu) = \sum_{i=1}^{k} w_i \cdot \eta(\mu, \sigma) \]

The Mixture of Gaussian function was tested on the MOV04164.MPG movie and the results of Frame number 100 before and after applying the function is shown below.

The background subtraction worked quite well using the Mixture of Gaussian algorithm, but there was noise, and the detection of the moving object using the background subtraction algorithm did not appear to be very accurate in this test.

Some of the most relevant background subtraction methods have been described above. Comparison can be made regarding the methods’ complexity in terms of memory, speed, requirement and accuracy, which can act as an effective guide when selecting the best method for a specific application.
III. Comparing the Background Subtraction Algorithms

All the algorithms that were implemented in this study were tested on more than one video. Also, any algorithm that included a constant was tested with various constant values in the range of that constant. A comparative performance analysis of the background subtraction algorithms was carried out based on speed, memory requirement, background image accuracy and the accuracy of the background subtraction.

To compare all the background subtraction algorithms would require many tests to be carried out on various kinds of video, such as videos with one object, such as a human or a vehicle, and others with more than one object of the same kind, or a mixture of vehicles and humans. A test for all the background subtraction algorithms on video: ‘hu.avi’ and frame number 100 is shown below.

This is an example of a test that was performed; many other tests were carried out on many videos taking many frames. After conducting this large number of tests, a conclusion concerning the differences in performance was reached in terms of speed, memory requirement and background subtraction accuracy.

IV. Human and Vehicle Classification

To keep track of the moving objects, bounding boxes and edge detection are employed to classify whether the moving object is a human being or a vehicle. The bounding boxes are drawn around the moving object. These bounding boxes with the edge detection simplify the tracking by refereeing to the boxes whenever necessary rather than referring to object itself.

A. Bounding Boxes

The bounding box for an object is a rectangular box with sides that are parallel to the coordinate planes that contain the object. In MATLAB a bounding box is implemented around the moving object in every frame of the video so every moving object will have a bounding box around it. This process is illustrated in Fig.6.

B. Edge Detection

Edge detection is a fundamental tool used in most image processing applications to obtain information from the frames as a step to feature extraction and for object segmentation. In the process of detecting the object, it detects the outlines of an object and boundaries between objects and the background.

Prewitt and Canny edge detection algorithms were implemented and tested on many frames for more than one video; the accuracy of the two algorithms varied from one video to another. A frame from a video with a moving object with the bounding box and another with Prewitt edge detection is shown in Fig.6.

Fig.6 Bounding box and Prewitt edge detection

v. Classification function

The classification function is employed after the background subtraction function is implemented on the video in order to classify the moving object. After this has been accomplished, the bounding box function is implemented on the moving object. In the classification function in this study, the important fields were extracted from the moving object to distinguish between a human and vehicle. The basic factors extracted from the moving object are the ratio and the speed of the moving object. The ratio is calculated via the height and the width of every object detected in the bounding box. The speed is calculated via the moving distance of the object and the time of the movement.

The main advantage of the classification function is that it is implemented after any background subtraction algorithm: i.e. Frame Difference, Approximate Median, Modified Approximate Median, Running Gaussian or Mixture of Gaussian. After the background subtraction function has been implemented and the moving object detected, the classification function is then implemented to classify the object, depending on the ratio and the speed.

A. Classification for one moving human

The procedure outlined in Sections 4 and 5 was tested on the video ‘hu.avi’, the frames that were tested are frames 50 to 215 which contain one moving human. Fig. 7 shows how the moving object is tracked by drawing the bounding box around it after removing the background.

Fig.5 Test for using various Background Subtraction algorithms

Fig.7 Classification of one moving human
The classification accuracy is very high in this test and it gave more than 97%. In other frames when the detection is not succeeded or when bounding box is not covering the whole object, the accuracy drop down, see Table 1 for some of the tests that we run.

B. Classification for moving vehicles

This test was carried out on video “traffic.avi” that contained more than one moving vehicle. The classification was performed on about 90 frames. Fig. 8 shows frames 70 to 95. Notice that the bounding boxes do not contain all moving objects and sometimes do not cover the boundaries of the objects.

The proposed classification function gave an accurate result in most of the frames but, in some frames, a moving object was not detected and consequently, the classification process failed. In some few cases, the failure results from the classification pre-process such as edge detection and drawing the bounding box, and hence the height-width ratio and the speed can be calculated.

Many videos were tested and a large number of frames were taken from every video to detect and classify the moving object. Some of the test results presented involved a variety of moving objects: one moving human, one moving vehicle, many moving humans, many moving vehicles, and moving humans with vehicles. A high proportion of accurate results were achieved from the classification function but there were still some inaccurate results given by the function for the different types of moving object. The classification function is one factor but there are many more. The factors that changed the accuracy of the results included: The background subtraction algorithm, the bounding box, the quality of the video and the angle of the camera.

One of the main classification factors is the background subtraction; this results in the accurate placing of the bounding box. Using the same frame from two background subtraction algorithms, the bounding box was drawn and then viewed to see the difference. Frames from the same video applying the Frame Difference and Modified Approximate Median algorithms are shown below.

Table 1 illustrates the classification results from different videos. Please notice that not all the frames contain moving objects and the accurate and the false results represent the frames with moving objects.

<table>
<thead>
<tr>
<th>Video</th>
<th>B-S</th>
<th>Frames</th>
<th>Type of moving object</th>
<th>Acc. results</th>
<th>False results</th>
<th>Aver. accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>hu.avi</td>
<td>FD</td>
<td>50-215</td>
<td>H</td>
<td></td>
<td></td>
<td>97.59%</td>
</tr>
<tr>
<td>hu.avi</td>
<td>FD</td>
<td>220-400</td>
<td>H</td>
<td></td>
<td></td>
<td>88.89%</td>
</tr>
<tr>
<td>MOV04164.MPG</td>
<td>FD</td>
<td>50-100</td>
<td>H</td>
<td></td>
<td></td>
<td>87.5%</td>
</tr>
<tr>
<td>MOV04164.MPG</td>
<td>MAM</td>
<td>50-100</td>
<td>H</td>
<td>48</td>
<td>2</td>
<td>96%</td>
</tr>
<tr>
<td>MOV04206.MPG</td>
<td>FD</td>
<td>40-130</td>
<td>H</td>
<td>76</td>
<td>14</td>
<td>84.44%</td>
</tr>
<tr>
<td>MOV04206.MPG</td>
<td>MAM</td>
<td>40-130</td>
<td>H</td>
<td>90</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>MOV04196.MPG</td>
<td>FD</td>
<td>60-160</td>
<td>V</td>
<td>98</td>
<td>2</td>
<td>98%</td>
</tr>
<tr>
<td>Trafficavi</td>
<td>FD</td>
<td>10-100</td>
<td>V</td>
<td>74</td>
<td>16</td>
<td>82.22%</td>
</tr>
</tbody>
</table>

Table.1 Classification results

Classification of multi moving humans and/or multi vehicles were also carried out and the results are still promising, but accuracy is not that high and further research are still carried on to enhance the proposed algorithm.

VI. Conclusions

In this paper, a novel and simple approach to classify moving objects from a video stream into vehicles and human beings was proposed. The approach is based on two main steps: background subtraction and classification algorithms.

The classification is accomplished by finding the height-width ratio of the bounding box around the moving object in each frame and estimating the speed of the moving object from two consecutive frames in the video stream. The results of this work were fairly good and improvement to this problem can be extended.
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