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Abstract— In this paper, the approach of transformation an image of UML activity diagram to its XMI data format is presented. The images of UML activity diagrams contain three major components, that is, Diagram Layout, Diagram Flow and Data Text. In order to recognize these three components, the modules of OCR, Object detection, and Line detection will be executed. Any text in UML activity diagram images are captured by OCR. On the other hand, the activity diagram elements and arrows are analyzed by the Object and Line detection. Once all the objects and their relations have been detected, an XMI file shall be created. The prototype software called IMG2XMI has been implemented in this research work. It uses an open source library for helping the part of image processing. The proposed approach is also useful for the transformation of other UML diagram images to the XMI format in order to enhance the working environment independence.
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I. Introduction

UML activity diagrams are widely used for describing the behaviors of the systems in various domains. In the area of software engineering, activity diagrams are commonly used to model both procedural computation and organizational processes such as organizational process models, business models, and various workflows. However, it is difficult to create UML activity diagrams that accurately describe the behaviors of the systems. Moreover, modeling the complex systems is resource consuming and error prone. The research [1] thus invented the Action Description Language (ADL), which is a Domain Specific Language (DSL), to automatically create UML activity diagrams. The approach could prevent misconception and inconsistencies in process modeling, as well as ensure that the constructed activity diagrams are conformance to OMG specification [2]. Whereas [1] proposed the preventive approach to generating activity diagrams from ADL scripts, [3] presented the reverse approach to verifying UML activity diagrams from their ADL semantic models. The XMI format of UML activity diagrams is required as the input into the system implemented in [3]. However, different organizations may own different working environments. UML activity diagrams created by different tools may be hardly opened or edited in different workplaces, e.g. that of developers and customers. Documenting as images could be an alternative solution for reviews the diagrams at different sites. This research thus presents a method and implements a component called IMG2XMI to transform the image files of UML activity diagrams to XMI format as part of input preparation step of the system implemented in [3]. This would result in the enhancement of environment-independent data exchange via the tagged language underlying UML diagrams, or XMI.

II. Background

A. Optical Character Recognition (OCR)

OCR is the well-known technology used for the conversion of scanned images of handwritten or typewritten, including typewritten on old newspaper [4], into machine-encoded text. Basically, the purpose of conversion is to store the original hard-copy paper document into the electronic information system, so that it can be electronically searched via online services easier. Several OCR software exist in the market either proprietary such as Microsoft Office Document Imaging, or open source such as FreeOCR, Tesseract, SDK, etc. Example OCR applications includes Car License Plate Recognition for record evidence to enforce the traffic rules, and several mobile OCR applications.

B. Image processing

An essential technique to analyze or transform images is called Image processing. This technique has been widely used to visualize, measure image patterns or image characteristics. Image processing can be applied for various domains such as face detection, augmented reality, fingerprint scan, etc. Additionally, some techniques are used to recognize meaning of the images such as feature extraction [5].

C. UML Activity Diagram

In software development, modeling is the way to visualize your design and check it against requirements before the developer team starts to code. The Unified Modeling Language (UML) is a modeling method that comprises a language and also a procedure for using the language to construct models. Nowadays, UML is widely applied for modeling the systems via a collection of diagrams which are
III. Research Methodology

IMG2XMI can be considered as a component of which the functionality is to extract information from activity diagram images to build an XMI file as the input into the system implemented in [3]. IMG2XMI will load the activity diagram image file and prepare some input data. Three main components of the activity diagram images will then be processed consisting of Diagram Layout, Diagram Flow and Data Text. The method to generate the XMI file of the input activity diagram image is shown in Fig. 1.

A. Prepare input data

The first step is to prepare input data from the activity diagram image. The color image will be transformed into gray scale as well. The output from this step will be a 2-dimensional array containing object metadata to be used for object and line detection in following step.

B. Analyze image components

The method to analyze the activity diagram image consists of three sub-processes: 1) text extraction by OCR, 2) shape object detection, and 3) line detection. Each process can be briefly described as follow:

- Performing OCR is to extract the text in the image as well as to keep the location of the text on the image denoted by XY-coordinates (x, y) to be used in the next step, Match object composition.
- Performing object detection will detect the shape of any notations, called node, in the activity diagram image. Moreover, the details of position (x, y) of the CONs (Center Of Node) and metadata for each node will be stored.
- Performing line detection process is responsible for detecting the flow lines, the beginning and end of the line including flow direction, namely up, down, left, or right. Additionally, in order to analyze the flow line, the process needs to recognize the line patterns if it is arrow head or triangle shape, associated with its direction.

C. Match object composition

Once the image components have been analyzed, three sets of data are obtained consisting of the data of text, notation objects, and flows. The next step will do the matching composition by analyzing the position of each component using the Euclidean equation as shown in (1).

\[
\text{Distance} = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2}
\]

The distance between components will be compared with the defined threshold. If the distance is not greater than the threshold, those components are related, meaning that a node with text inside or a line connected to a node. The output of this process is an XML file, of which the structure is close to XMI format.

D. Generate XMI

This process generates the XMI file based on the XMI specification defined in [3], which conforms to XMI version 2.0. The output of XMI file will be rendered by visualization tools to create the activity diagram equivalent to the input image file.
IV. Case Study

This section briefly describes how to generate XMI file from the activity diagram image as shown in Fig. 2 using the method explained in the previous section.

Most activity diagrams are created by UML tools. The image of the activity diagram shown in Fig. 2 is created by using the “export graphics” function of ArgoUML [6] tool which is open source software. In this work, Emgu CV [7], and open source SDK are used as the OCR and image processing tools, respectively.

The input image will also be processed by Object detection module. The functionality of this module is to classify all the object shapes, namely activity nodes, transition nodes, initial node, and final node. Similar to OCR, the output of this process is a set of object nodes associated with their center XY-coordinates of node calculated from the same formula as stated in OCR module. Table 2 shows the information stored for each shape object detected.

Table 2. Shape Object Table Result

<table>
<thead>
<tr>
<th>Shape Object</th>
<th>XY-coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Center</td>
</tr>
<tr>
<td>Activity node</td>
<td>X_{c1}, Y_{c1}</td>
</tr>
<tr>
<td>Initial node</td>
<td>X_{c1}, Y_{c1}</td>
</tr>
<tr>
<td>Final node</td>
<td>X_{c1}, Y_{c1}</td>
</tr>
<tr>
<td>Fork node</td>
<td>X_{fl1}, Y_{fl1}</td>
</tr>
<tr>
<td>Join node</td>
<td>X_{aj1}, Y_{aj1}</td>
</tr>
</tbody>
</table>

The final component to be extracted is lines. The Line detection module will be responsible for the recognition of arrow direction and then mark it as head. The information of line objects are stored in the table as shown in Table 3, consisting of the XY-coordinates of head and tail of each line detected.

Table 3. Line Object Table Result

<table>
<thead>
<tr>
<th>Line Object</th>
<th>XY-head</th>
<th>XY-tail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line 1</td>
<td>X_{hl1}, Y_{hl1}</td>
<td>X_{tl1}, Y_{tl1}</td>
</tr>
</tbody>
</table>

All the data and information obtained from the previous three processes: OCR, Object detection, and Line detection, will be used for further processing of Match object composition module of which the detail is shown in Fig. 3.

![Activity diagram image as a case.](image)

The activity diagram image (Fig. 2) will be loaded into the OCR module for text extraction processing. The output from this module shall be a set of data consisting of text and its XY-coordinates on the 2-dimensional plane. First, an individual character will be recognized. Then, these individual characters will be processed for character concatenation to make single text. After having performed OCR, all characters will be recognized, including their XY position. Characters will be concatenated to a text by considering the distance between their positions. Next, all character positions will be calculated to find center position of the text and its position boundary in order to analyze compositions using Match object composition module. As shown in Table 1, each text has three coordinates: center, lower right corner, and upper left corner. The center XY-coordinates are calculated from

\[
X_{\text{center}} = (X_{\text{upper}} + X_{\text{lower}}) / 2, \\
Y_{\text{center}} = (Y_{\text{upper}} + Y_{\text{down}}) / 2.
\]

Table 1. Text Table Result

<table>
<thead>
<tr>
<th>Text</th>
<th>XY-coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Center</td>
</tr>
<tr>
<td>Action 1</td>
<td>X_{c1}, Y_{c1}</td>
</tr>
</tbody>
</table>

![Match object composition procedure.](image)
The procedure of matching composition starts from:
First, text and shape objects will be merged by comparing with each other to confirm that the text and shape objects are nearest. The result of merging shape objects with text contains information stored in the table as shown in Table 4, including the XY-coordinates of center, upper left corner, and lower right corner of each merged object. As the shape objects are the wrapper of text, i.e. their boundary is considered wider compared with the boundary of text, the XY-coordinates of upper left and lower right corners of shape objects are then used as boundary coordinates of merged objects.

<table>
<thead>
<tr>
<th>TABLE IV. Merged Object Table Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Merged objects</td>
</tr>
<tr>
<td>Text</td>
</tr>
<tr>
<td>Activity node 1</td>
</tr>
</tbody>
</table>

Next, merged objects will then be compared to line objects. The tail or head of the line object which is nearest to the merged object will be connected. Finally, a graph will be constructed by iteratively matching composition. In this work, the stack data structure is used to manage the nested controls.

Once the graph has been constructed, the XML associated with each node can be generated. Fig. 4, Fig. 5, Fig. 6, Fig. 7, and Fig. 8 show the XML code associated with the Action node, Junction node, Fork node, Join node, Initial and Final nodes, respectively.

The final step is to generate the XMI file based on the XMI specification defined in [3]. The XMI generation module needs to arrange the XML data to comply with the correct syntax, as well as to edit some attributes, according to XMI specification.

v. Conclusion

This research presents a method and implements the component called IMG2XMI to transform the image of UML activity diagrams to the XMI format. Currently, IMG2XMI supports the transformation of activity diagram image files created from ArgoUML and Modelio. Some limitation is incurred on the current stage of work such as the input could be only the scanned image or typewritten diagram images, non-handwritten. The correctness of IMG2XMI depends on the quality of scanned images. The enhancement of image processing to analyze image more intelligently would be carried out further.
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