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Abstract—Nakagami-m channels are communication channels that can be modeled using the Nakagami-m distribution. The Nakagami-m distribution provides a wide range of models for channels exhibiting fading (fluctuating channels). By suitably choosing the $m$ parameter, a certain fading intensity/strength can be simulated. This paper aims to assess the performance of different types of turbo-codes (TC) over Nakagami channels.
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I. Introduction

Most current wireless communication systems face the problem of fading. A typical radio channel exhibits multipath reception, which causes fading [1]. If the channel transfer function is sufficiently constant over the signal bandwidth then we deal with flat fading (or frequency nonselective fading). This corresponds to the assumption that intersymbol interference does not play a major role in the performance of the radio links. The presence of fading diminishes the quality of transmissions. Methods to combat frequency selective fading are based on (turbo-)equalization [2]. Protection coding (forward error correction – FEC coding) is an effective method to combat the flat fading effect. Coding gains tens of dB. This paper takes into consideration flat fading.

Coding optimization for fading channels involves simulations and, implicitly, fading modeling. Purely fluctuating channel modeling is based on Rayleigh’s distribution. A purely fluctuating channel is a channel in which the received signal is composed only of the reflected waves that can be modeled by random independent and identically distributed (i.i.d.) variables. A channel without fading (non-fluctuating) provides a direct path (line of sight) between the transmitter and receiver. In most actual cases, the received signal contains comparable proportions of both the fluctuating and non-fluctuating component. Modeling this situation calls for Rice’s distribution.

Ricean fading assumes a dominant line-of-sight component and a large set of i.i.d. reflected waves. Reflected waves arrive with a random phase offset and the accumulation can be modeled as a phasor addition of signals with random amplitude and phase [3]. The received signal amplitude has the probability density function (pdf):

$$f_{R_{cc}}(x) = \frac{2(K+1)x}{\Omega} \cdot \exp\left(-K - \frac{(K+1)x^2}{\Omega}\right) \cdot I_0\left(2\sqrt{\frac{K(K+1)}{\Omega}}x\right).$$

where $K$ is the ratio between the power in the direct path and the power in the other, scattered, paths; $\Omega$ is the total power from both paths and acts as a scaling factor to the distribution; and $I_0(.)$ is the 0th order modified Bessel function of the first kind.

An alternative to Rician channel modeling with varying degrees of (intensity of) fading is using Nakagami’s distribution [4]. The Nakagami-m distribution can be used to model fading channel conditions that are either more or less serve than the Rayleigh distribution, and it includes the Rayleigh distribution as a special case ($m=1$). For analytical and numerical evaluation of system performance, the expressions for Ricean fading are less convenient, mainly due to the occurrence of a Bessel function in the Ricean probability density function of received signal amplitude. Approximations by a Nakagami distribution, with simpler mathematical expressions have become popular.

In the present study, we investigated by means of simulations the performance of turbo coding over the Nakagami channel with different degrees of fading (identified by parameter $m$ – the fading figure).

We used single-binary, duo-binary and multi-non-binary turbo codes.

Figure 1. Example of multipath propagation in transmission radio channel.
The rest of the paper is structured as follows. In section II, we present the Nakagami-\( m \) distribution and its mode of generation. Section III describes TCs used in simulations, whose results are presented in Section IV. Section V concludes the paper.

II. The Nakagami Channels

In contrast to common belief, the Nakagami model is not an appropriate approximation for Rician fading. It has an essentially different behaviour for deep fades, such that results on outage probabilities or error rates can differ by orders of magnitude [3]. The Nakagami fading model was initially proposed because it matched empirical results for short wave ionospheric propagation. In current wireless communication, the Nakagami model describes the amplitude of received signal after maximum ratio diversity combining.

The sum of multiple i.i.d. Rayleigh-fading signals have a Nakagami distributed signal amplitude. This is particularly relevant to model interference from multiple sources. The Rician and the Nakagami model behave approximately equivalently near their mean value.

The Nakagami-\( m \) pdf is given by:

\[
p_N (\alpha) = \frac{2 \cdot m^m}{\Gamma(m)} \frac{\alpha^{2m-1}}{(2\sigma^2)^m} \exp\left( -\frac{m \cdot \alpha^2}{2\sigma^2} \right) \tag{2}
\]

where \( m \geq 1/2 \) represents the fading figure.

The mean, \( \overline{\alpha} \), and the value of the mean square, \( \overline{\alpha^2} \), for \( m \geq 1 \), integer, are the following:

\[
\overline{\alpha} = \sqrt{2\sigma^2} \cdot \sqrt{\frac{\pi}{4m}} \cdot P, \quad \overline{\alpha^2} = 2\sigma^2 \tag{3}
\]

where \( P = 1 \) for \( m = 1 \) and \( P = \prod_{i=1}^{m-1} \frac{2j+1}{2i} \) for \( m \geq 2 \).

To modelate the fading channel, a sufficient and acceptable model is to consider the input-output relation of the digital channel of the form:

\[
y_k = \alpha_k \cdot x_k + z_k, \tag{4}
\]

where \( x_k \) and \( y_k \) are the transmitted and received data for the time slot \( k \), respectively; the parameter \( \alpha_k \) is a random value which is characterized the time fluctuations from symbol to symbol (fast fading) or from block to block (block fading). Its distribution determines the channel type: Rayleigh, Rice or Nakagami. The input sequence \( \{x_k\} \) is binary, random, in NRZ bipolar format, i.e. with unitary variance. Finally, the samples \( z_k \) are zero-mean i.i.d. Gaussian variables of variance \( \sigma^2 \).

To generate the random variable \( \alpha_k \) in simulations, we used the method described in [5]. For comparison with the simulations presented in Section IV, Fig. 2 shows the bit error rate (BER) performance of Nakagami channels for \( m = 2, 3, 4, \) and 5, and of the AWGN channel without the use of FEC encoding.

III. Multi-Non-Binary Turbo Codes

Having defined the channel model, we further briefly present TCs involved in simulations performed. We considered single binary (SBTC), double binary (DBTC) and multi-non-binary (MNBTC) turbo codes.

Because they differ by their component convolutional encoder (CE), we further present a general scheme and customizations required for each case. Fig. 3 shows the general scheme of a memory-\( M \) recursive systematic multimonon-binary convolutional encoder, with a rate \( R = R/(R+1) \). This scheme is known as the observer canonical form [6]. The encoder has \( R \) non-binary inputs taking values in the Galois field \( GF(2^b) \), and is then referred to as a multi-non-binary (MNB). Each cell of the register in Fig. 3 stores a vector of \( Q \) bits at a time. All the links are supposed to have a width equal to \( Q \) in order to carry \( Q \)-bit vectors, [7]. The generator polynomial coefficient is denoted as \( g_{w,r} \) with \( 0 \leq w \leq M \), \( 0 \leq r \leq R \). At time \( n \), the encoder has \( R \) inputs, which consist of a word of symbols \( u^n = [u^n_R \quad u^n_{R-1} \quad \ldots \quad u^n_1] \) with \( u^n_r = [u^n_{r,q+1} \quad \ldots \quad u^n_{r,1} \quad u^n_{r,0}] \), \( 1 \leq r \leq R \), \( 0 \leq n < N \), where \( N \) is the inter-symbol interleaving length and \( u^n_{r,q} \) are binary coefficients, and \( R+1 \) outputs corresponding to the \( R \) inputs and one redundant symbol \( u^n_0 \).

Let \( S^n = [S^n_{N-1} \quad \ldots \quad S^n_1 \quad S^n_0] \) denote the encoder state vector at time lag \( n \). The input-output relationship of the encoder at time \( n \) can be expressed in the compact form, [8]:

![Figure 2. The BER performances obtained through the simulation of the BPSK modulation transmission system on the Nakagami flat fading channels, with \( m = 2, 3, 4, \) and 5.](image-url)
\( \left( S^{n+1} \right)_{h:M} = \left( u^n \right)_{h:R} \cdot \left( G_T \right)_{R:M} + \left( S^n \right)_{h:M} \cdot \left( T \right)_{M \times M} \),  \tag{5} \]

where \( G_T = G_L \cdot G_F + G_0^T \), with \( G_0^T \) denoting the transpose of \( G_0 \), \( T = \begin{bmatrix} 0_{(M-1) \times 1} & I_{M-1} \end{bmatrix} \) and \( W = \begin{bmatrix} 0 & 0 & \ldots & 0 \end{bmatrix}_{1 \times M} \).

The descript matrix of the implementation form (dif-

d-matrix), \( G \), is defined as follows:

\[
G = \begin{bmatrix} G_0 & G_F^T \\
G_L & 1 \end{bmatrix} = \begin{bmatrix} g_{w,r} \end{bmatrix}_{M \times N \times R, r \geq 1}.
\tag{6}
\]

### iv. Simulation Results

We begin by specifying parameters for TCs used in simulations. They are succinctly shown in Table I. As mentioned above, the CE component is described by dif-matrix \( G \). Because the theory developed for MNBTCs can be particularized for others TC families we simple indicate the dif-matrix in each case. Thus for a single binary convolutional encoder (SBCE) the dif-matrix has the size \( M \times 2 \) and for doubly-binary convolutional encoder (DBCE) the dif-matrix has the size \( M \times 3 \). Both of them have binary entries. For multi-

\non-binary convolutional encoder (MNBCE), the dif-matrix entries are from \( GF(4) \).

For a fair comparison, we chose the same number of information bits per block (1504) in all three cases. For the SBTC, a data block consists of a binary vector whose length is equal to that of the interleaver. As such, for the SBTC, we have only inter-symbol interleaving performed by a quadratic polynomial permutation (QPP) type interleaver. The QPP interleaver can be expressed as, [8]:

\[
\pi(i) = \left( f_1 \cdot i + f_2 \cdot i^2 \right) \mod N, \quad 0 \leq i < N,  \tag{7}
\]

where \( f_1 \) and \( f_2 \) are taken from [9] (pag. 14, Table 5.1.3-3) for both SBTC (with interleaving length of 1504) and MNBTC (with interleaving length of 376). For the DBTC and MNBTC, we also performed an intra-symbol interleaver. For the DBTC, both inter-symbol and intra-symbol interleaving are indicated in the DVB-RCS2 standard [10]. In all cases we used a binary phase shift keying (BPSK) modulation. We used a circular (tail-biting) closure of trellis [11] for MNBTC and DBTC and uninterleaved dual termination (UDT) for SBTC (as in LTE standard, [9]). In all cases we employed the Max-

\nLog-MAP decoding algorithm [12]. For the extrinsic information scaling coefficient we choose values equal to 0.75 for DBTC and MNBTC and an extrinsic information scaling coefficient equal to 0.7 for SBTC [13].

To obtain the curves, we performed simulations until 500 erroneous blocks were obtained or until a maximum number of blocks equal to \( 10^9 \) were simulated. The maximum number of iterations is set to 100, and the genie stopping criterion was used for all cases [14].

Diagrams in Fig. 4 show bit error rate and frame error rate performances versus signal to noise ratio of the above TCs over Nakagami (fluctuating) channels with \( m = 1, 2, 3, 4, \) and 5, and for the AWGN channel.

### v. Conclusions

Some conclusions are drawn from the results presented in the previous section. Firstly, we notice the huge gains turbo coding offers. Thus, if the curves in Fig. 2 cross the horizontal corresponding to \( BER = 10^{-6} \) at SNR average values between 17 dB for \( m = 5 \) and 29 dB for \( m = 2 \), turbo coding translates these points to mean SNR values of between 2.1 dB and 3.2 dB. For all cases investigated, regardless of the value of \( m \), the same hierarchy of performances in the water fall region is kept, as well as the same behavior in the error floor region. In the water fall region, the DBTC displays the best performance, followed by the SBTC. The differences, however, are
Figure 4. BER/FER versus SNR performance comparison for SBTC, DBTC and MNBTC in flat fading Nakagami channel.

considerably lower than 0.1 dB. Instead, the DBTC has a modest behavior in the error floor region as compared to SBTC and MNBTC. For the MNBTC there is virtually no error floor effect in the BER and FER values investigated.
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