On preprocessing large data sets by the use of triple merge sort algorithm

Abstract—This paper illustrates preprocessing large data sets by the use of triple merge sort algorithm. Examined algorithm is oriented on large data sets and as research results have shown the version is about 15% faster than classic one. This feature may be crucial for efficiency in NoSQL database systems or other intelligent application operating on large data sets. In the paper is presented and discussed examined version. There are presented theoretical discussion and practical verification.
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I. Introduction

Computer Science is one of most developing sciences in recent years. This development is outcome of technology improvements. Nowadays electronic devices are capable of more new features and functions. We use electronics to help in medicine, engineering, economics, transport and other. Therefore database systems collect more and more information. However these mean that computers must operate on very large sets of information. Sorting algorithms are very important when one need to work on big data sets. There are known different versions, however many of them can be improved for special purposes. Here, the authors would like to present and discuss research results on organizing and sorting strategies in NoSQL database systems and intelligent applications using selected algorithm. Preprocessing large data sets is examined using triple merge sort algorithm. Merge sort algorithm uses structure of the stack. Such structure is set of elements that are placed in order. Input data is divided into stacks that are merged into one single sorted output. Sort by merging can be done in many ways.

The authors of [1, 4, 9, 18] presented first versions of merge sort algorithm. Some other versions are presented in [8, 14, 15, 20, 26, 27]. In [2, 7, 12, 22, 23] there are examples of other special algorithms for sorting large data sets. In [3, 5, 6, 8, 17, 24] is presented parallel approach to programming selected methods. In [5, 7, 10, 11, 16, 19, 21, 24, 28] are presented solutions to improve sorting. In this paper we propose merge sort algorithm dedicated for large data sets. Presented modifications perform sorting without recursion, what increases stability and reduces sorting time. Proposed algorithm consists of two parts. The first procedure is merging sorted items into stacks. The second procedure sorts stacks. In classic version, presented in [1, 9, 20], are only merged two stacks. This paper provides extended procedures dedicated for large data sets. Extension of procedure is based on merging multiple stacks, what can be very efficient in parallel systems.

The authors examined proposed extensions. Research results show that multiple merge algorithm can be expanded to increase stability and make it sort faster. This allows no recursive optimization of sorting for large data sets.

II. Triple Merge Sort Algorithm For Large Data Sets

Let us suppose we have very large input sequence. We can sort it by dividing it into subsequences then merge sorted substrings. Double merge procedure in first step begins with comparison of pairs on the input. In this way we obtain two component stacks. In second step, we obtain stacks containing doubled number of elements. We merge until we have only one stack. If the initial sequence contains odd number of items we rewrite last element until last step in the algorithm. In the last step we merge it and get completely sorted output. Modified version of double merge dedicated for large data sets was presented in [20]. Some other versions for large data sets with important improvements in double merge sort algorithm are shown in [14, 15, 20]. A number of modifications was described in [26, 27, 28]. Authors of [6, 8, 24] showed possibility of introducing multithreading. In papers [5, 10, 12] is described possibility of adaptation to special initial conditions. While in [13, 22, 23] are presented applications of selected sorting methods in NoSQL database systems and intelligent applications. The authors of present paper propose non recursive version dedicated to large data sets. It is based on extended structure of stack, what increases stability and efficiency.

Let us now discuss possibility of merging three stacks. The algorithm will merge three sequences X, Y and Z. While
sorting, we are having $2 \cdot 3m - 1$ comparisons, where $3m$ is number of elements in $X$, $Y$ and $Z$. Merging is in some way similar to classic version, however in the research we have examined extended stacks. We used three instead of two. While performing operations, algorithm compares three stacks. First it compares every three elements. Than the number of elements in compared stacks is tripled by merging. This multiplication is preformed until all elements are merged and sorted. If on input there are elements which have no filling to triple stack structure, we rewrite them in similar way as in [20]. Thus sorting procedure shall be more efficient and faster. Sample sorting by triple merge is presented in figure 1.

![Sample triple merge sorting](https://example.com/sampling.png)

Figure 1. Sample triple merge sorting

This method was described theoretically and results were analyzed in practice. Tests were performed to examine the method and compare it with other methods dedicated for large data sets.

### A. Time Complexity In Theory

Let us now discuss time complexity of the algorithm. This factor describes how fast the algorithm may perform in common use. Mainly we understand it as expected (average) value, which with some changes (described by standard deviation) shall be equal to computers with comparative numerical capacities, please see [19] and [24]. Present algorithm of triple merge sorting has time complexity described in the following theorem.

**Theorem.** Triple merge sort algorithm for large data sets has time complexity $2n \cdot \log_3 n$.

**Proof.** Starting triple merge sorting algorithm, we merge three one element strings in three piece string. Such merging for $n$-element sequence can be carried out using $n$ comparisons (for three elements one need to make three comparisons). In next steps we merge three element strings into structured sequence. This operation needs for $n$-element sequence no more than $2n$ comparisons (to organize three $m$ elements sequences into structured sequence one need to make $2 \cdot 3m - 1$ comparisons). Each time merging three sorted strings, we get one structured sequence. Therefore to sort input $n$ element sequence we merge in $k$ steps and each of them makes no more than $2n$ comparisons. In conclusion, without loss of generality, we can assume that sorted sequence has $3^k$ elements. Thus, we estimate the following assumption

$$\min_{k \in \mathbb{N}} 3^k \geq n.$$  \hfill (1)

Logarithms both sides in (1) we have

$$\min_{k \in \mathbb{N}} \log_3 3^k \geq \log_3 n.$$  \hfill (2)

Thus, on basis of logarithmic function we obtain the following

$$\min_{k \in \mathbb{N}} k \cdot \log_3 3 \geq \log_3 n.$$  \hfill (3)

What means that (3) is equal to

$$\min_{k \in \mathbb{N}} k \geq \log_3 n.$$  \hfill (4)

Finally, we can assume that number of operations performed by sorting will be

$$k = \left\lfloor \log_3 n \right\rfloor.$$  \hfill (5)

Therefore time complexity is

$$T_{avg} = 2n \cdot k = 2n \cdot \log_3 n.$$  \hfill (6)

Presented method was implemented. The implementation was then examined in research. Algorithm was compiled as CLR C++ in MS Visual Studio 2012 Ultimate. Tests were carried out on quad core amd opteron processor 8356 8p.

In analysis of examined methods we are looking for solutions of best time complexity and high stability. To describe operations were measured characteristics of CPU (Central Processing Unit) clock cycles and timing. CPU clock cycle (CPU clock rate) is calculated as the rate in cycles per second at which tested processor performs basic operations like moving values between registers. On its basis, we can estimate performance. Execution time is time in which CPU executes procedures. However it can reflect not only execution of the algorithm but also some other operations performed in the system. These characteristics should be measured for representative number of samples. The study of extended methods was carried out for 100 test input files in each of described classes. In the research have been tested random arrangements, reversely sorted sequences and sequences in correct order. In the analysis we used statistical methods as arithmetic mean, standard deviation, mean deviation and...
coefficient of variation. In [19] are described examples of application of descriptive statistics to analyze procedures, for more details please see also [2, 4, 9].

Arithmetic mean, also called expected value, for \( n \) values from sample set of numbers \( a_1, \ldots, a_n \) is based on formula

\[
\bar{a} = \frac{a_1 + \ldots + a_n}{n} .
\]  

(7)

We also estimated possible deviation from expected value. Standard deviation is statistical measure, describing variability of characteristic. This also helps to estimate stability and performance. In statistics, there are several types of standard deviation. In analysis of selected algorithms we used concept of standard deviation for sample. This estimates standard deviation of population using knowledge of some of its objects. Standard deviation of random variable is in general denoted by formula

\[
\sigma = \sqrt{E((X - E(X))^2)} = \sqrt{E(X) - (E(X))^2} ,
\]  

(8)

where \( E(X) \) represents expected value of random variable \( X \). In the research, results of each sampling are discrete variables. Thus, standard deviation is calculated for discrete random variables. A general formula for this type is

\[
\sigma = \sqrt{\sum_{i=1}^{n} (a_i - \frac{\sum_{i=1}^{n} a_i \cdot p_i}{p_i})^2} ,
\]  

(9)

where symbols mean that random variable \( X \) can have \( n \) values \( a_1, \ldots, a_n \) with corresponding probabilities \( p_1, \ldots, p_n \). However to accurately describe the test one should determine standard deviation of entire population, based no formula

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{n} (a_i - \frac{\sum_{i=1}^{n} a_i}{n})^2}{n}} ,
\]  

(10)

where symbols mean the same as in (9). In our research, (10) is estimated by entire sample standard deviation in (11). Approximation depends on information we have about observation. Therefore in study of large data sets we used formula

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{n} (a_i - \bar{a})^2}{n - 1}} ,
\]  

(11)

where symbols mean:

\( n \) – number of elements in the sample,

\( a_1, \ldots, a_n \) - random variables in the sample,

\( \bar{a} \) - arithmetic mean of the sample determined in (7).

Standard deviation estimator in (11) is unbiased variance estimator with very slight error. Interpretation of standard deviation is possible distance from the average. With increase in standard deviation increases possibility of major differences in performance compared to average. At the same time, the smaller standard deviation, the greater certainty that results will be close to average. An important aspect of the analysis is to identify algorithms stability. Stability is best described by coefficient of variation. Coefficient of variation is measure that allows determining diversity in population. In the research it is defined by formula

\[
V = \frac{\sigma}{\bar{a}} ,
\]  

(12)

where the symbols mean:

\( \sigma \) - standard deviation of random variables in the tests,

formula (11),

\( \bar{a} \) - arithmetic mean of the sample, formula (7).

Based on its analysis, combined with analysis of standard deviation, we estimated whether the algorithm is stable. The higher are standard deviation and coefficient of variation the greater is potential instability of the algorithm. Comparison of these values will help to identify best of examined algorithms with good stability which run in short time. In analyzes as particular object we understand sample sort operation. We examined random sets and as example plotted results for sets of 100, 1000, 10 000, 100 000, 1 000 000, 10 000 000 and 100 000 000 elements. In each of examined cardinalities, sorting tests were performed for different layouts of elements on input. Sorting tests were performed for randomly selected 100 sequences of each cardinality. Let us now present examined algorithm of triple merge sort for large data sets.

8. Examined Algorithm

When one implements solution for large data sets it is crucial to think of possible problems. Procedure must be ready to operate on large data sets of any pose on the input. There cannot be stack overflow as they are for other algorithms (see [21] and [22]). Moreover as the input data is large, the method shall use as little memory as possible. There is also need to perform sorting fast enough for even simple computer systems (see [13], [19] and [23]). All these aspects make it important to verify solution in different tests and examinations. In section III we present research results, which prove that examined method is well organized and efficient for large data sets. We have implemented proposed algorithm using experience from other tests and research described in [13] and [19]-[24]. Examined method performs sorting without recursion, what increases stability and reduces sorting time. Triple merge sort algorithm dedicated for large data sets consists of two parts. The first procedure is merging, as presented in figure 2. It is used to merge sorted items into stacks. The second procedure sorts those stacks, as presented in figure 3.
Theoretical analysis of examined version shows that triple merge is better to sort large data sets than classic version. In examinations and tests were compared characteristics presented in section II.

1) Double merge for large data sets

Let us first present research results for double merge sort, for more details about this algorithm please see [20]. In table 1 are presented research results for CPU usage.

<table>
<thead>
<tr>
<th>Number of elements</th>
<th>CPU [ti]</th>
<th>avg</th>
<th>standard deviation</th>
<th>avg deviation</th>
<th>coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1000</td>
<td>1000000</td>
<td>1000000</td>
<td>1000000</td>
<td>1000000</td>
</tr>
<tr>
<td>1000</td>
<td>1001</td>
<td>100100</td>
<td>100100</td>
<td>100100</td>
<td>100100</td>
</tr>
<tr>
<td>10000</td>
<td>100001</td>
<td>100001</td>
<td>100001</td>
<td>100001</td>
<td>100001</td>
</tr>
<tr>
<td>100000</td>
<td>1000001</td>
<td>1000001</td>
<td>1000001</td>
<td>1000001</td>
<td>1000001</td>
</tr>
<tr>
<td>1000000</td>
<td>10000001</td>
<td>100000001</td>
<td>100000001</td>
<td>100000001</td>
<td>100000001</td>
</tr>
</tbody>
</table>

The aim of analysis and comparison is to verify if extended triple merge is better to sort large data sets than classic version. In examinations and tests were compared characteristics presented in section II.

III. Research results

Theoretical analysis of examined version shows that it shall be similar in efficiency to method presented in [20]. To verify this conclusion we have compared results of numerical experiments. Described algorithm was examined for large data sets. Algorithm was implemented using CLR C++ in MS Visual Studio 2012 Ultimate on MS Windows server 2008 R2. To test were taken random samples of 100 series in each class of frequencies, including unfavorable positioning. Tests were carried out on quad core and opteron processor 8356-8p.

Figure 3. Algorithm to sort merged sequence

Research results on quad core and opteron processor 8356-8p

Table 1. Double merge CPU usage

Figure 2. Algorithm to merge three sequence

Presented solution has similar composition to method described in [20]. It was also used here, as the research have shown validity of improvements in solution for large data sets, for more detail see [19]-[23]. Examined methods are composed of two algorithms. These algorithms operate on input data to perform sorting. Algorithm presented in figure 3 is master one, which calls algorithm presented in figure 2 to help organize processed information. Algorithm to merge sequences makes the data in the stack to have appropriate structure. This structure is then used for process of sorting. Let us now present results of examinations.
In figure 4 is shown average CPU usage while sorting. In table 2 are presented research results for sorting time.

### Table II. Double Merge Sorting Time

<table>
<thead>
<tr>
<th>Number of elements</th>
<th>avg</th>
<th>standard deviation</th>
<th>avg deviation</th>
<th>coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0:0:0.00165</td>
<td>0:0:0.00003</td>
<td>0:0:0.0003</td>
<td>0.023</td>
</tr>
<tr>
<td>1000</td>
<td>0:0:0.00248</td>
<td>0:0:0.00012</td>
<td>0:0:0.0010</td>
<td>0.052</td>
</tr>
<tr>
<td>10000</td>
<td>0:0:0.01360</td>
<td>0:0:0.00160</td>
<td>0:0:0.0136</td>
<td>0.117</td>
</tr>
<tr>
<td>100000</td>
<td>0:0:0.08996</td>
<td>0:0:0.01622</td>
<td>0:0:0.1255</td>
<td>0.180</td>
</tr>
<tr>
<td>10000000</td>
<td>0:0:10.2259</td>
<td>0:0:1.52000</td>
<td>0:0:1.2475</td>
<td>0.148</td>
</tr>
<tr>
<td>1000000000</td>
<td>0:1:55.28923</td>
<td>0:0:17.6805</td>
<td>0:0:15.3798</td>
<td>0.153</td>
</tr>
</tbody>
</table>

Research results on quad core amd opteron processor 8356 8p

In figure 5 is shown expected sorting time. However in the research we try to examine different algorithms to find fastest and most stable one in the sense described in section II. Let us now discuss stability based on coefficient of variation presented in section II.

![Figure 4. Double merge CPU usage](image1)

![Figure 5. Double merge sorting time](image2)

Coefficient of variation is presented in figure 6. We can see that for large data sets (above 1 000 000 elements on the input) double merge sort method has CPU usage coefficient of about 0.15. This means that usage of processor is stable and the algorithm performance for large data sets is good. Similar situation is for sorting time. In figure 6 it is marked with grey color. Coefficient of variation for sorting time is similar to CPU usage. However here we see more possible fluctuations. This results will be compared with similar values describing triple merge sort.

2) **Triple merge for large data sets**

Triple merge sort uses extended stacks. Elements are merged in triple stacks to sort and further processing. In table 3 are presented research results for CPU usage.

### Table III. Triple Merge CPU Usage

<table>
<thead>
<tr>
<th>Number of elements</th>
<th>avg</th>
<th>standard deviation</th>
<th>avg deviation</th>
<th>coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>2532</td>
<td>14.68</td>
<td>12</td>
<td>0.006</td>
</tr>
<tr>
<td>1000</td>
<td>3694.2</td>
<td>172.58</td>
<td>147.44</td>
<td>0.047</td>
</tr>
<tr>
<td>10000</td>
<td>18167.2</td>
<td>2357.31</td>
<td>2006.64</td>
<td>0.129</td>
</tr>
<tr>
<td>100000</td>
<td>134077.4</td>
<td>17648.22</td>
<td>14153.68</td>
<td>0.132</td>
</tr>
<tr>
<td>1000000</td>
<td>1164992.2</td>
<td>211194.94</td>
<td>182129.04</td>
<td>0.181</td>
</tr>
<tr>
<td>10000000</td>
<td>13366027</td>
<td>2434017.52</td>
<td>2101512.8</td>
<td>0.182</td>
</tr>
<tr>
<td>1000000000</td>
<td>149713305.6</td>
<td>28582137.68</td>
<td>24764383.92</td>
<td>0.191</td>
</tr>
</tbody>
</table>

Research results on quad core amd opteron processor 8356 8p

Values of average CPU usage are shown in figure 7. The chart of average CPU usage for triple merge sort is similar to double merge sort in figure 4 Therefore both methods shall have similar features, however in presented research most important is efficiency and coefficient of variation to compare them.
In table 4 are presented research results for sorting time.

<table>
<thead>
<tr>
<th>Number of elements</th>
<th>Time [hh] avg</th>
<th>standard deviation</th>
<th>avg deviation</th>
<th>coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0:0:0.00162</td>
<td>0:0:0.00001</td>
<td>0:0:0.00008</td>
<td>0.006</td>
</tr>
<tr>
<td>1000</td>
<td>0:0:0.00237</td>
<td>0:0:0.00011</td>
<td>0:0:0.00009</td>
<td>0.047</td>
</tr>
<tr>
<td>10000</td>
<td>0:0:0.01165</td>
<td>0:0:0.00149</td>
<td>0:0:0.0128</td>
<td>0.129</td>
</tr>
<tr>
<td>100000</td>
<td>0:0:0.08602</td>
<td>0:0:0.0132</td>
<td>0:0:0.0908</td>
<td>0.132</td>
</tr>
<tr>
<td>1000000</td>
<td>0:0:0.74300</td>
<td>0:0:0.13003</td>
<td>0:0:0.1149</td>
<td>0.175</td>
</tr>
<tr>
<td>10000000</td>
<td>0:0:8.57571</td>
<td>0:0:1.56167</td>
<td>0:0:1.4834</td>
<td>0.182</td>
</tr>
<tr>
<td>100000000</td>
<td>0:1:36.05688</td>
<td>0:0:18.33843</td>
<td>0:0:15.8896</td>
<td>0.191</td>
</tr>
</tbody>
</table>

Figure 8. Triple merge sorting time

In figure 8 is shown expected sorting time. In this paper we want to compare classic merge sort with extended version for large data sets. Therefore in figure 9 we present chart of coefficient of variation for triple merge sort.

Figure 9. Triple merge - coefficient of variation

Coefficient of variation for triple merge sort is presented in figure 9. We can see that this method shall be more stable in statistic sense, as chart of coefficient of variation has less fluctuations. Both lines are almost flat for large data sets (above 1 000 000 elements on input). CPU usage coefficient of variation is lower than 0.2. This means that usage of processor is stable and the algorithm performance for large data sets is good. Coefficient of variation for sorting time is similar to CPU usage. However here we see more possible fluctuations. This results will be compared with similar values describing double merge sort.

Once we have examined presented extended merge sorting and classic method, we can compare them. The aim of analysis and comparison is to verify if extended triple merge is better to sort large data sets than classic version. We will try compare efficiency for large data sets and coefficient of variation.

### IV. Analysis And Comparison

Analysis and comparison will describe efficiency for sorting large data sets. We will compare CPU usage and measured sorting time and coefficient of variations for both examined methods. Let us first compare statistical stability. In table 5 is presented CPU usage.

<table>
<thead>
<tr>
<th>Number of elements</th>
<th>merge 2</th>
<th>merge 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.023</td>
<td>0.006</td>
</tr>
<tr>
<td>1000</td>
<td>0.052</td>
<td>0.047</td>
</tr>
<tr>
<td>10000</td>
<td>0.117</td>
<td>0.129</td>
</tr>
<tr>
<td>100000</td>
<td>0.180</td>
<td>0.132</td>
</tr>
<tr>
<td>1000000</td>
<td>0.148</td>
<td>0.181</td>
</tr>
<tr>
<td>10000000</td>
<td>0.148</td>
<td>0.182</td>
</tr>
<tr>
<td>100000000</td>
<td>0.153</td>
<td>0.191</td>
</tr>
</tbody>
</table>

Values calculated using formula (12)
Analyzing figure 10 we see that for large data sets (above 10 000 000 elements on input) double merge and triple merge should have similar features. Let us now compare sorting time.

### TABLE VI. SORTING TIME COMPARISON

<table>
<thead>
<tr>
<th>Number of elements</th>
<th>merge 2</th>
<th>merge 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.023</td>
<td>0.006</td>
</tr>
<tr>
<td>1000</td>
<td>0.052</td>
<td>0.047</td>
</tr>
<tr>
<td>10000</td>
<td>0.117</td>
<td>0.129</td>
</tr>
<tr>
<td>100000</td>
<td>0.180</td>
<td>0.132</td>
</tr>
<tr>
<td>1000000</td>
<td>0.173</td>
<td>0.175</td>
</tr>
<tr>
<td>10000000</td>
<td>0.148</td>
<td>0.182</td>
</tr>
<tr>
<td>100000000</td>
<td>0.153</td>
<td>0.191</td>
</tr>
</tbody>
</table>

Values calculated using formula (12)

Analyzing figure 11 we see that both algorithms are similar in statistical stability for large data sets. Similar conclusions come from analysis of figure 10. Therefore in comparison most important will be efficiency in sorting large data sets. In figure 12 and figure 13 we present comparison of both examined methods for CPU usage and sorting time, respectively. Triple merge sort is marked in grey while double merge sort is marked in dark.

Analyzing figure 12 and figure 13 we see that for large data sets (above 1 000 000 elements on input) triple merge sort is more efficient. Efficiency of triple merge sort in comparison to double merge sort is about 15% better. This means that presented in section II algorithm is efficient for preprocessing large data sets.

v. Conclusions

In the research we have compared double merge and triple merge algorithms in versions dedicated for large data sets. As the research have shown triple merge sort is about 15% more efficient in preprocessing large data sets. Therefore extended merge sort is better sorting method for large data sets. In the future research some other extensions of merge sort will be examined and compared.
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