Abstract—RNA Secondary Structure prediction is one of the most significant research areas in bioinformatics. This paper presents a RNA secondary structure prediction using the permutation-based Genetic Algorithm (GA). We analyse the selection function STDS and Keep-Best Reproduction (KBR) genetic algorithm replacement techniques, and also using the genetic algorithm crossover operators. We take the SsrS RNA sequences which were the first non-coding RNA to be sequenced, it having the large nucleotides (184nt) that fold into an extended hairpin structure with a large single-stranded internal bulge. We find out the lowest free energy in the individuals RNA sequences with help of the fitness function and which one individual sequence having lowest free energy that individual sequence will be predict the best optimization secondary structure in the RNA individual sequences.
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I. INTRODUCTION

The optimization problem is the serious issues of this world where we try to find out its solutions by considering various numbers of variables. Genetic information can easily detect through RNA.

RNA is basically stands for ribonucleic acid. The ribonucleic acid (RNA) is an acute molecule in numerous in nature motivating systems. In the biological functions RNA molecule is associated in viral impurity such as the shared cold as well as protein fabrication. In previous few years the RNA secondary structure prediction based is on Nuclear Magnetic Resonance and X-ray crystallography, but these methods are very complicated, time-overwhelming and affluent. So that the mathematical and computational models are developing is very necessary in bioinformatics for RNA secondary structure prediction [1].

In current era genetic algorithm plays a vital role for the development in various fields of science. Basically genetic algorithm is an optimization technique; its basic goal is to find out the best optimum results and solutions.

In this paper we deployed genetic algorithm over various RNA sequences. The various results come out from our experiments which are discussed later in this paper. In second section we explained the permutation-based genetic algorithm involved in our experiment along with that its involvement in our experiment in this section we also explained the RNA secondary structure prediction. In third section we explained the methodology involved in our experiment which explain how we conduct our experiment. In fourth section we explained the final result that comes out from the implementation of genetic algorithm over RNA sequences. Finally we conclude this paper at our last section.

II. RNA SECONDARY STRUCTURE PREDICTION ON PERMUTATION-BASED GENETIC ALGORITHM

Genetic algorithm are search optimization algorithm which is use idea of natural genetics. They start with the random population of individuals solutions. Then each individual is tested for its ability to solve the problem and the process moves to next generation. The use of genetic algorithm to find the set of low energy structures in the RNA molecule [5]. Chromes are the solution of problem in each individual of the population. They use selection, crossover and mutation operators for their evaluation.

A. RNA Secondary Structure Prediction

In the era of a bioinformatics, the ribonucleic acid (RNA) is a naturally kind of molecule. RNA molecule consists of a prolonged chain of nucleotide units. In RNA sequence every nucleotide consists of a nitrogenous base, a ribose sugar and a phosphate [2]. RNA is very similar to DNA but differs a few important structural details: In the biological cell RNA is usually single-stranded, but the DNA is usually double-stranded. RNA nucleotides contain ribose while DNA contains deoxyriboses [3]. An RNA molecule represents a long chain of monomers called nucleotide consist of a base pairs Adenine(A), Cytosine(C), Guanine(G) and Uracil(U).

The structure of RNA is usually modeled as a word over the alphabets A, C, G and U. The two groups of complementary bases A-U and C-G from stable base pairs and are known as the Watson-crick base pair. In this base pair, C-G base pair is more stable than A-U base pair [3, 4]. According to the thermodynamics models that describe the fact that the G-C pair has three hydrogen bonds, the A-U pair has two hydrogen bonds and the wobble pair GU has the weaker bonding than the A-U pair.

B. Permutation Based Genetic Algorithm Representation
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RNA Secondary Structure Prediction by Optimization Technique: Genetic Algorithm
In genetic algorithm population type is using as the bit-strings to represent the structure in the population. There are several types of representations and operators of genetic algorithm discussed below.

1) **Individual representation:** In this individual representation is described a secondary structure is an individual in the population and a structure is described as a permutation of helix list [6]. The characteristics of genetic algorithm and they do work with encoded description of an individual, but do not the individual itself.

2) **Fitness Function:** Fitness function describes the negative value of the free energy of a RNA secondary structure. If the secondary structure contains the lowest free energy then that secondary structure has the highest fitness [7].

3) **Initial Generation:** In the initial generation represents a candidate solution when if the set of helices H holds n helices and use a permutation of length n. In the final structure have the order in which a helix present in the permutation is the order in which it is chosen through the decoder. In the structure helices are rejected or removed when the helices are not well-suited with any previously designated helices and the selection probability of helices are proportional to its probability of its computed. If a helix is selected in secondary structure then add it into the permutation representation otherwise reject or remove from the H. After this process we subtract a small positive value B from P, so that the helix with lower probability has the chance to be selected. When we repeat the step then H is unfilled [6]. The permutation of helix list describes an individual is generated and is also represented. Genetic algorithm is applied after a population of structure is created and applied using the free energy as the measure of fitness until all the structure in the population are constant.

4) **Binary Representation:** In the genetic algorithm RNA structures can be encoded in the bit-string format. All bit string relates to a helix in the secondary structures. The length of a bit-string is denoted by |H|. The length of bit-string |H| is belonging to the all possible helices in the RNA secondary structures. In the secondary structure, if the helix is present then it is symbolized via a 1 and if the helix is not presented then it is symbolized via a 0. In secondary structure some helices cannot make a suitable structure then using a mechanism is known as the repair mechanism which provides the proper and good structures in the population [8].

5) **Permutation:** In the permutation RNA structures can be encoded with integer permutation techniques. A permutation technique also having a length |H| like as a binary bit-string. When generating the random permutation for each structure then producing the random population. The process of permutation encoding produce an effective structure by reading the string from left to right. This permutation is basically made by the unique helix identifiers which helix is enclosed in H. The use of this permutation algorithm does not require a repair algorithm saving on computation time. But this algorithm only creates and searches suitable results. This techniques used for any permutation to decode the RNA secondary structure. The using of this permutation encoding technique over binary encoding is that permutation crossover operators allow the genetic algorithm to preserve absolute position orders of gens [6].

6) **Standard Selection (STDS):** It is basically explained by the roulette-wheel selection [103]. In this selection method the sum of the fitness of all the members of the population is associated to each individual is given a pie-shaped slice of a wheel proportional to its fitness. When the wheel stops on its portion then choosing the roulette is rotated and also choosing an individual [13].

7) **Keep-Best Reproduction (KBR):** It is basically takes two parents and recombines them and the selection method KBR keeps the best parent and also keep the best offspring in order to introduce good new genetic material into the population as well as to keep good old chromosomes. In this KBR operator firstly selects two parents via roulette wheel selection and then apply the crossover and mutation. The rank-based selection passed the best parent and best child to next generation [12, 14, and 15].

### C. Genetic Algorithm Crossover Operator

The genetic crossover operators are fairly easy to implement. Many types of these cross over operators such that scattered, single point, two point, Intermediate, Heuristic and custom etc.

1) **Scattered:** This operator creates a random binary vector and from the first parent selects the genes where the vector in one and genes where vector is zero from the second parent, and combines the genes to form the child [9].

2) **Single Point:** A single point operator selected a casual integer n between 1 and number of variables, and selects the vector entries numbered less than or equal to n from the first parent, and also selects genes numbered greater than n from the second parent, and concatenates these entries to form the child [10].

3) **Two Point:** The two point crossover method selects two casual integers’ m and n among 1 and number of variables. The process picks the genes numbered less than or equal to m from the first parent and chooses genes numbered from m+1 to n from the second parent, and also selects genes numbered greater than n from the first parent. The process then concatenates these genes to form a single gene [9].

4) **Intermediate:** The intermediate crossover operator generates the children via a casual weighted average of the parents. The intermediate crossover operator is controlled by a single parameter Ratio [10].

### III. ALGORITHM

In this genetic algorithm populations of strings are known as chromosomes, which encode the applicant results known as individuals. The solutions are denoted in binary as string of 0s and 1s but we can use the different type of encoding schemes. This method start from a population of randomly created individuals and it occurs in generation. In this algorithm the fitness value of every individual in the population is calculated. In this method representing the result is an array of
In this paper we describe the secondary structure of RNA prediction established on the permutation-based genetic algorithm and using the genetic algorithm crossover operators and this paper representing the best optimizes RNA secondary structure among the all individual RNA sequences.

The genetic algorithm to optimize the best RNA secondary structure prediction among the individuals RNA sequences on basis of minimum free energy, this minimum free energy is (-14.9000 kcal/mol) and then also having high fitness value. The figure-1 show the best fitness is -14.9 and mean fitness is -14.468. This paper representing the optimization of RNA secondary structure among the RNA individual sequences. This optimization technique shows the best optimize RNA secondary structure prediction on basis of minimum free-energy, among all individual sequences which one have the minimum free energy.

So we can say that, this optimization method genetic algorithm is optimizing the secondary structure in large amount of data sets with the good accuracy, less time and best result.

In future work we will predict the secondary structure with the help of other types of methods like as artificial neural network and support vector machine. We will analyse among these methods and find out which one method is predicting the best secondary structure on basis of taking time and accuracy.

In this genetic algorithm having many type of crossover operators such a single point, two points, scattered, intermediate, heuristic, arithmetic and custom. We will use all different type of crossover operators and comparing among them, and find out the different performance of the crossover operators in RNA sequences.

### Table 1 our parameter choices

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Parameters values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>25</td>
</tr>
<tr>
<td>Generation Count</td>
<td>900</td>
</tr>
<tr>
<td>Number of variables</td>
<td>30</td>
</tr>
<tr>
<td>Population Type</td>
<td>Bit-string</td>
</tr>
<tr>
<td>Scaling Function</td>
<td>Rank</td>
</tr>
<tr>
<td>Replacement</td>
<td>STDS, KBR</td>
</tr>
<tr>
<td>Elite count</td>
<td>2</td>
</tr>
<tr>
<td>Crossover Function</td>
<td>Two point</td>
</tr>
<tr>
<td>Crossover Probability</td>
<td>0.8</td>
</tr>
<tr>
<td>Mutation Function</td>
<td>Uniform</td>
</tr>
<tr>
<td>Mutation Probability</td>
<td>0.7</td>
</tr>
<tr>
<td>Migration Direction</td>
<td>Both</td>
</tr>
<tr>
<td>Migration Fraction</td>
<td>0.2</td>
</tr>
</tbody>
</table>
Table 2 our experimental results

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fval</td>
<td>-14.39999</td>
</tr>
<tr>
<td>Funcount</td>
<td>1300</td>
</tr>
<tr>
<td>Minimum free energy</td>
<td>-14.9000 kcal/mol</td>
</tr>
<tr>
<td>Score</td>
<td>Min(-14.90), Max(-9.5000)</td>
</tr>
<tr>
<td>Iteration</td>
<td>51</td>
</tr>
<tr>
<td>Best-fitness</td>
<td>-14.9</td>
</tr>
<tr>
<td>Mean-fitness</td>
<td>-14.468</td>
</tr>
</tbody>
</table>
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